**Numerical Analysis**

**Final task**

Submission date: 22/2/22 23:59 (strict).

This task is individual. No collaboration is allowed. Plagiarism will not be tolerated.

The programming language for this task is Python 3.7. You can use standard libraries coming with Anaconda distribution. In particular limited use of numpy and pytorch is allowed and highly encouraged.

**You should not use those parts of the libraries that implement numerical methods taught in this course** (unless explicitly stated otherwise in the instructions of the particular assignment)**.** This restriction includes, for example, finding roots and intersections of functions, interpolation, integration, matrix decomposition, eigenvectors, solving linear systems, etc.

The use of the following methods in the submitted code must be clearly announced in the beginning of the explanation of each assignment where it is used and will result in deduction of points. Failure to announce the use of any restricted functions will result in disqualification of the assignment.

numpy.linalg.solve (15% of the assignment score)

(not studied in class) numpy.linalg.cholesky, torch.cholesky, linalg.qr, torch.qr (10% of the assignment score)

numpy.\*.polyfit, numpy.\*.\*fit (40% of the assignment score)

numpy.\*.interpolate, torch.\*.interpolate (60% of the assignment score)

numpy.\*.roots (30% of the assignment 2 score and 15% of the assignment 3 score)

numeric differentiation functions are allowed!

numpy.linalg.inv, scipy.linalg.inv, torch.inverse, and all other external libraries for matrix inversion (20% of the assignment score)

Additional functions and penalties may be allowed according to requests in the task forum.

**You must not use reflection (self-modifying or self-inspecting code).**

Attached are mockups of for 4 assignments where you need to add your code implementing the relevant functions. You can add classes and auxiliary methods as needed. Unittests found within the assignment files must pass before submission. BUT! existing unit tests are provided for demonstration and to encourage you to write additional tests as you go. You can add any number of additional unittests to ensure correctness of your implementation. Passing only the existing unittests does not ensure that your code will not fail in all cases. It is your responsibility to test your code and ensure that it is stable. You should add additional unittests to ensure correctness of your implementation.

In addition, attached are two supplementary python modules. You can use them but you cannot change them.

Upon the completion of the final task, you should submit the five assignment files and this document with answers to the theoretical questions. The archive should not contain folders, but only the submission files!

Assignments will be graded according to **error** of the numerical solutions and **running time**. Some assignments have required specific error bounds – they will be graded according to running time. Some assignments limit the running time – they will be graded according to error. For all executions there is 2 minutes running time cap after which the execution will be halted.

Every assignment will be AUTOMATICALLY tested on a number of different functions and different parameters. It may be executed multiple times on the same function with the same parameters. Every execution will start with a clean memory. Any exception throwed during an execution will render the execution invalid and nullify its contribution to the grade. **Test your code!!!**

Any disqualification of an assignment (e.g. due to unannounced use of restricted functions) or an execution (e.g. due to exception) will not contribute to the grade regardless the effort put in the development.

Expect that the assignment will be tested on various combinations of the arguments including function, ranges, target errors, and target time. We advise to use the functions listed below as test cases and benchmarks – add additional unittests with implementations of these functions. At least half of the test functions will be polynomials. Functions 3,8,10,11 will account for at most 5% of the test cases. All test functions are continuous in the given range. If no range is given the function is continuous in .

1. For Assignment 4 see sampleFunction.\*

**Assignment 1 (14pt):**

**(10pt)** Implement the function **Assignment1.interpolate(..)** following the pydoc instructions.

The function will receive a function f, a range, and a number of points to use.

The function will return another “interpolated” function g. During testing, g will be called with various floats x to test for the interpolation errors.

Grading policy:

Running time complexity > O(n^2): 0-20%

Running time complexity = O(n^2): 20-80%

Running time complexity = O(n): 50-100%

Running time complexity will be measured empirically as a function of n.

The grade within the above ranges is a function of the average relative error of the interpolation function at random test points. Correctly implemented linear splines will give you 50% of the assignment value.

Solutions will be tested with on variety of functions at least half of which are polynomials of various degrees with coefficients ranging in .

**Restricted functions I used:**

|  |
| --- |
|  |
|  |
|  |
|  |
|  |

**(4pt) Question 1.1:** Explain the key points in your implementation.

|  |
| --- |
| I implemented cubic spline interpolation for all n>2 . time complexity is o(n) for all n>2 .  for n<=2 I call lagrange method. Despite it is o(n^2) , but the worst case is n = 2 => o(4) .  the implementation of cubic spline was hard a little ;  first of all ,in the two methods I split the range to n intervals and then make n xpoints and n ypoints as arrays of the values .  given these arrays , the first thing I did is building a tridiagonal matrix .  definitions –  dx\_array : array of length (len(xpoints) -1) such that it holds the differences of the next xpoint to the current xpoints  A : array of length (len(xpoints) -1) ,  B - array of length (len(xpoints)) ,  C - array of length (len(xpoints) -1)  Here is an example of the representation of the matrix :  B0 C0 0  A0 B1 C1  0 A1 B2  D - array of length (len(xpoints)) , it is the result of the equation matrixes (the right hand side of the equation) , solved in compute\_right\_size method  after building the matrixes , now the time to solve the tridiagonal equation . I make this using Thomas algorithm . firstly make two arrays of derivation c\_tag and d\_tag of length xpoints array ;    And the result is Thomas\_res : and then calculate the coefficients .  The last step is to evaluate the polynomial after getting the value x . |

**Assignment 2 (14pt):**

**(10pt)** Implement the function **Assignment2.intersections(..)** following the pydoc instructions.

The function will receive 2 functions- , , and a float maxerr.

The function will return an iterable of approximate intersection Xs, such that:

Grading policy: The grade will be affected by the number of correct and incorrect intersection points found, the running time of **itr =** **Assignment2.intersections(..)** followed by **list(itr).**

**Restricted functions I used:**

|  |
| --- |
|  |
|  |
|  |
|  |
|  |

**(4pt) Question 2.1:** Explain the key points in your implementation in particular explain how did you address the problem of finding multiple roots.

|  |
| --- |
| I found the intersection points using bisection method.  I find range (low,high) using a function called find\_range , such that f1(low)-f2(low) is negative and f1(high) – f2(high) is positive . then I called bisection in this interval . the stop condition is if there is no more points such that f1-f2 in these points have different signs. |

**Assignment 3 (31pt):**

Implement a function **Assignment3.integrate(…)** and **Assignment3.areabetween(..)** following the pydoc instructions and answer two theoretical questions.

**(5pt) Assignment3.integrate(…)** receives a function f, a range, and a number of points n.

It must return approximation to the integral of the function f in the given range.

You may call f at most n times.

Grading policy: The grade is affected by the integration error only, provided reasonable running time e.g., no more than 2 minutes for n=100.

**Restricted functions I used:**

|  |
| --- |
|  |
|  |
|  |
|  |
|  |

**(4pt) Question 3.1:** Explain the key points in your implementation of Assignment3.integrate(…).

|  |
| --- |
| I found the integral in this way : check if number of points is odd then call simpson\_rule(n-1) for finding integral because it works perfectly and very efficient for even n's , else call trapezoidal rule . I call the right function and in each one I split the range to n intervals , for each one I make the method. |

**(10pt) Assignment3.areabetween(..)** receives two functions .

It must return the area between .

In order to correctly solve this assignment you will have to find all intersection points between the two functions. You may ignore all intersection points outside the range .

Note: there is no such thing as negative “area”.

Grading policy: The assignment will be graded according to the integration error and running time.

**Restricted functions I used:**

|  |
| --- |
|  |
|  |
|  |
|  |
|  |

**(4pt) Question 3.2:** Explain the key points in your implementation of Assignment3.areabetween (…).

|  |
| --- |
| We should calculate the area between two functions . in order to find the area between to functions we have to subtract the upper function with the lower one of some interval and calculate the integral using the function integrate. So the algorithm that I implemented is:  1 – find the intersection points between the two functions using assiment2.intersection  2- if num of intersections <= 1 return nan  3 – find some point "x" between two successive intersection point .  4 – check whether function at x is bigger  5 – return the integral of the subtraction of the two functions  6 – make 3 – 6 for all the intersection points and every time add the current result to the previous result |

**(4pt) Question 3.3:** Explain why is the function is difficult for numeric integration with equally spaced points?

|  |
| --- |
| Integral with equally spaced points would be a problem for a function in the places that divergence in a high rate or very low rate. The effect on the root is very meaningful in the equally spaced integration , and in our function as we see in the graph , the divergence is very high .  Let's take a look at the point x = 0.1 , f(0.1) is -> infinity . |

**(4pt) Question 3.4:** What is the maximal integration error of the in the range [0.1, 10]? Explain.

|  |
| --- |
| We will calculate the error using simpson rule: |

**Assignment 4 (14pt)**

**(10pt)** Implement the function **Assignment4.fit(…)** following the pydoc instructions.

The function will receive an input function that returns noisy results. The noise is normally distributed.

Assignment4.fit should return a function fitting the data sampled from the noisy function. Use least squares fitting such that will exactly match the clean (not noisy) version of the given function.

To aid in the fitting process the arguments and signify the range of the sampling. The argument is the expected degree of a polynomial that would match the clean (not noisy) version of the given function.

You have no constrains on the number of invocations of the noisy function but the maximal running time is limited. Invocation of f may take some time but will never take longer than 0.5 sec.

Additional parameter to **Assignment4.fit** is maxtime representing the maximum allowed runtime of the function, if the function will execute more than the given amount of time, the execution will not contribute to the grade causing significant deduction. You should consider the risk of failure vs gains in accuracy when you get close to the time limit.

Grading policy: the grade is affected by the error between (that you return) and the clean (not noisy) version of the given function, much like in Assignment1. 60% of the test cases for grading will be polynomials with degree up to 3, with the correct degree specified by . 30% will be polynomials of degrees 4-12, with the correct degree specified by . 10% will be non-polynomials with random .

**Restricted functions I used:**

|  |
| --- |
| np.linalg.lstsq |
|  |
|  |
|  |
|  |

**(4pt) Question 4.1:** Explain the key points in your implementation.

|  |
| --- |
| First of all , I call a function called make\_points , it make the x and y points that I will work with relative with the time that I got .  In a field called poly I stored the polynomial .  storing the polynomial works this way :  build matrix of the coefficients with degree deg+1 .  after building the matrix I solve the equation y=Ax by calling np.linalg.lstsq , pol is the result from last to first , that means pol[0] is the coefficient with the highest order.  After getting the x I evaluate the result by calling eval\_poly |

**Assignment 5 (27pt).**

**(9pt)** Implement the function **Assignment5.area(…)** following the pydoc instructions.

The function will receive a shape contour and should return the approximate area of the shape. Contour can be sampled by calling with the desired number of points on the contour as an argument. The points are roughly equally spaced.

Naturally, the more points you request from the contour the more accurately you can compute the area. Your error will converge to zero for large . You can assume that 10,000 points are sufficient to precisely compute the shape area. Your challenge is stopping earlier than that according to the desired error in order to save running time.

Grading policy: the grade is affected by your running time.

**Restricted functions I used:**

|  |
| --- |
|  |
|  |
|  |
|  |
|  |

**(4pt) Question 5.1:** Explain the key points in your implementation.

|  |
| --- |
| I used shoelace formula.  First thing I called countor(10000) , this return 10000 sorted points .  And then I used the formula to calculate the area. |

**(10pt)** Implement the function **Assignment5.fit\_shape(…)** and the class **MyShape** following the pydoc instructions.

The function will receive a generator (a function that when called), will return a point (tuple) (x,y), a that is close to the shape contour.

Assume the sampling method might be noisy- meaning there might be errors in the sampling.

The function should return an object which extends **AbstractShape**  
When calling the function **AbstractShape.contour(n)**, the return value should be array of n equally spaced points (tuples of x,y). When calling the function **AbstractShape.area()**, the return value should be the area of the shape. You may use your solution to **Assignment5.area** to implement the area function.

Additional parameter to **Assignment5.fit\_shape** is maxtime representing the maximum allowed runtime of the function, if the function will execute more than the given amount of time the execution will be halted.

In this assignment only, you may use any numeric optimization libraries and tools. Reflection is not allowed.

Grading policy: the grade is affected by the error of the area function of the shape returned by Assignment4.fit\_shape.

**There are no restricted functions. The use of any library is allowed.**

**(4pt) Question 4B.2:** Explain the key points in your implementation.

|  |
| --- |
|  |